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ABSTRACT
This paper presents the first steps towards integrating con-
cepts from the field of network analysis into the OntoDM
ontology of data mining concepts. We have performed an
extensive analysis of different subfieds of network analysis
to provide a broad overview of the variety of tasks and al-
gorithms that are encountered in the field. The main part
of this work was to categorize the tasks and algorithms into
a hierarchy that is consistent with the structure of OntoDM
and which can systematically cover as many aspects of net-
work analysis as possible. This work is a first step in the
direction of OntoDM becoming an ontology that system-
atically describes not only data mining, but also network
analysis. We believe that this work will encourage other re-
searchers working in the filed to provide additional insight
and further improve the integration of this field into On-
toDM.

1. INTRODUCTION
Network analysis, is a large and quickly growing scientific
discipline connected to physics, mathematics, social sciences
and data mining. The tasks, tackled by the experts in the
field, range from detecting communities in a given network,
through predicting links in incomplete or time evolving net-
works, to ranking or classifying vertices of a given network.
Most such tasks are analyzed in the context of informa-
tion networks in which all nodes are treated equally, but
in recent years, the concept of heterogeneous information
networks [43], a generalization of standard information net-
works (which are then referred to as homogeneous), is gain-
ing popularity.

OntoDM [35, 36] is a reference modular ontology for the do-
main of data mining. It is directly motivated by the need
for formalizing the data mining domain and is designed and
implemented by following ontology best practices and de-
sign principles. It includes the terms neccessary to describe
different types of data, data mining tasks and approaches to
solving these tasks. Among the key OntoDM classes are the
classes representing datasets, data mining tasks, generaliza-
tions and algorithms themselves. The latter three classes are
interconnected, as each data mining algorithm solves some
data mining task by producing an output which is some
type of generalization. In our work, we have expanded these
classes to include tasks and algorithms that are found in the
study of network analysis.

2. ONTOLOGY EXTENSION
This section presents an overview of the ontology classes that
we have added to the OntoDM ontology. Shown in Figure 1,
they consist mainly of subclasses of the classes data mining
task and data mining algorithm.

Figure 1: The hierarchical structure of the main net-
work analysis additions to OntoDM

As a subclass of the data mining task class, we have added
a new class of data mining tasks, data mining task on infor-
mation network, which includes all tasks encountered in our
overview of the field. The tasks are first split into tasks that
can be defined on a general (homogeneous or heterogeneous)
information network and those that can only be defined on
a heterogeneous network. Tasks on general networks, which
constitute the majority of the new entries, include link pre-
diction, community detection, ranking, and classification.



The classes, added under the data mining algorithm class,
are gathered into a separate parent class network analysis al-
gorithm. Each algorithm constitutes a leaf node in the hier-
archy rooted in this parent class. The hierarchical structure
of network analysis algorithms follows the hierarchy of tasks,
described in the previous paragraph. Each presented algo-
rithm solves a particular task which lies in a analogous part
of the ontology – heterogeneous network analysis [43], link
prediction algorithms [29, 2], community detection methods
[12, 37], network ranking algorithms [11] and network classi-
fication algorithms. Furthermore, for each network analysis
algorithm, we added a short description presenting the key
concepts of the algorithm, as well as references to the pa-
per in which the algorithm was presented. The descriptions
and references are added as annotations to the classes in the
ontology. Note that some terminal nodes of the hierarchy
are actually instances of the classes, while other are proper
classes that still need to be populated.

The final concept we added to the ontology was the con-
cept of generalization specifications. Generalization specifi-
cations describe the types of output given by network anal-
ysis algorithms. Because the outputs of network analysis
tasks are fundamentally different from outputs of traditional
data mining algorithms, we decided to construct a hierarchy
of generalization specifications, following the hierarchy of
network analysis tasks and algorithms.

3. DATA MINING TASKS
In this section, we present the classes, added to the data
mining task class. We present a short description of each
class of data mining tasks that was added to OntoDM.

3.1 Data mining tasks on general networks
Data mining tasks on general networks are data mining tasks
that can be formulated on any (homogeneous or heteroge-
neous) network. Commonly, different algorithms are used to
perform the same task on homogeneous and heterogeneous
networks.

Classification. Classification of network data is a natural
generalization of classification tasks encountered in a typ-
ical machine learning setting. The problem formulation is
simple: given a network and class labels for some of the ver-
tices in the network, predict the class labels for the rest of
the vertices in the network. The output of a classification
task on a network is a function that predicts the class label
of each vertex in the network.

Link prediction. While classification tasks try to discover
new knowledge about network entities, link prediction fo-
cuses on unknown connections between the entities. The
assumption is that not all network edges are known. The
task of link prediction is to predict new edges that are miss-
ing or likely to appear in the future. The output of an
algorithm solving a link prediction task is a function which
provides a proximity measure for each pair of vertices in a
network. The pairs with the highest proximity measure are
then assumed to be the most likely candidates for predicted
links.

Community detection. While there is a general consensus on
what a network community is, there is no strict definition of

the term. The idea is well summarized in the definition by
Yang et al. [49]: a community is a group of network nodes,
with dense links within the group and sparse links between
groups. The output of a community detection algorithm is
similar to the output of a clustering algorithm: a function
that assigns each vertex in the network to a community.

Ranking. The objective of ranking in information networks
is to assess the relevance of a given object either with regard
to the whole graph or relative to some subset of vertices in
the graph. In either case, the output of a network ranking
algorithm is a function that assigns a score to each vertex
of the network. The vertices with the highest score are then
ranked the highest.

3.2 Data mining tasks on heterogeneous net-
works

Data mining tasks on heterogeneous networks are tasks that
can only be formulated on a heterogeneous network. Unlike
the tasks on general networks, these tasks have only been
addressed in recent years.

Authority ranking. Sun and Han [43] introduce authority
ranking to rank the vertices of a heterogeneous network
with either a bipartite structure or a star network schema
in which one vertex type is central in that all network edges
start or end on a vertex of this central type. The task of
authority ranking is to rank vertices in each (not necessarily
all) vertex type separately, and the output of the task is a
collection of functions, each assigning a score to only ver-
tices of a certain type.
Ranking based clustering. While both ranking and clustering
can be performed on heterogeneous information networks,
applying only one of the two may sometimes lead to results
which are not truly informative. For example, simply rank-
ing authors in a bibliographic network may lead to a com-
parison of scientists in completely different fields of work
which may not be comparable. Sun and Han [43] propose
joining the two seemingly orthogonal approaches to informa-
tion network analysis (ranking and clustering) into one, in
which vertices are simultaneously assigned to a cluster and
given a score to rank them within the cluster.

4. ALGORITHMS
This section presents the algorithms that are classified in the
modified ontology. The classification hierarchy of network
analysis algorithms is similar to the hierarchy of data mining
tasks, described in Section 3.

4.1 General network mining algorithms
This section describes the algorithms that can be used to
solve data mining tasks on general networks.

Community detection algorithms.The classification of
community detection algorithms on networks follows the
classification of algorithms, described in the surveys by For-
tunato [12] and Plantié and Crampes [37]. The algorithms
can be split into several classes based on the underlying
idea that guides the algorithms. It must be noted that a
strict split of the different methods is impossible as different
methods are not developed in isolation. For example, many
methods that are not strictly classified as modularity based



algorithms still use the concept of modularity in one of their
steps.

Divisive algorithms. Divisive algorithms are algorithms that
find a community structure of a network by iteratively re-
moving edges from the network. As edges are removed, the
network decomposes into disconnected components. The de-
composition pattern forms a hierarchical clustering over the
set of all vertices in the network. The most widely used such
algorithm is the Girvan Newman algorithm [16], which re-
moves the edges in the network with the largest centrality
measure, arguing edges which are more central to a graph
are the edges that cross communities. An alternative algo-
rithm is the Radicchi algorithm which calculates the edge
clustering coefficient of edges to calculate which edges must
be removed. Here, the intuition is that edges between com-
munities belong to fewer cycles than edges within commu-
nities.

Modularity based algorithms. Modularity based algorithms
form the majority of community detection algorithms. While
the concept of modularity (first defined in Newman and Gir-
van [33]) is used in almost all algorithms at some point
(especially to determine the best clustering from a hierar-
chical clustering of nodes), the algorithms in this class use
modularity more centrally than other algorithms. The most
prominent such methods are the Louvain algorithm [5] and
the Newman greedy algorithm [33]. Other methods include
variations of the greedy algorithm [46], using simulated an-
nealing [18], spectral optimization of modularity via a mod-
ularity matrix [32, 31] or via the graph adjacency matrix
[47], and deterministic optimization approaches [10].

Spectral algorithms. Spectral algorithms find communities
in network by analyzing eigenvectors of matrices, derived
from the network. The community structure is extracted
either from the eigenvectors of the Laplacian matrix of the
network [9] or from the stochastic matrix of the network
[6]. In both cases, algorithms assume that eigenvectors, ex-
tracted from the network, will have similar values on indices
that belong to network vertices in the same community. The
computation of several eigenvectors belonging to the largest
eigenvalues is first performed. The eigenvectors form a set
of coordinates of points, each belonging to one network ver-
tex. Clustering of the points then corresponds to community
detection of network vertices.

Random walk based algorithms. Random walk based algo-
rithms are algorithms that use the concept of a random
walker on a network to perform community detection. The
methods use a random walker model to determine the sim-
ilarities of network vertices and then use either a divisive
[51] or an agglomerative [52, 38] approach to construct a
hierarchical clustering of the nodes.

Link prediction algorithms. Link prediction algorithms
are presented in survey papers by Lü and Zhou [29] and
Al Hasan and Zaki [2]. These surveys present a similar hi-
erarchy of link prediction algorithms, which we also used in
the construction of the ontology. All presented algorithms
calculate a proximity measure between two vertices. They
do so in 3 distinct ways, described below.

Similarity based algorithms. Similarity based algorithms cal-
culate the proximity of two vertices in the network either
from their neighborhoods (local similarity based algorithms)
or from the way the two vertices fit into the overall network
structure (global similarity based algorithms). Local sim-
ilarity based algorithms are further divided into common
neighbor based algorithms and vertex degree based algo-
rithms. The first class of algorithms computes the similarity
between two vertices purely from the number of neighbors
of each node, and the number of common neighbors, while
the second class also takes the degrees of both nodes into
account. The most widely used algorithm in this class is
the algorithm for calculating the Adamic-Adar proximity
measure [1]. Other proximity measures listed are the com-
mon neighbors [30], the hub depressed and hub promoted
indices [39], the Jaccard index, the Leicht-Holme-Newman
index [28], the Salton index [40], the Sorensen index [42] and
the preferential attachment index [3]. Unlike local similarity
based algorithms, global similarity based algorithms use the
entire network structure to calculate the proximity between
two network vertices. The algorithms include the Katz in-
dex [25], the random walk with restart [41], the SimRank
[22], the average commute time index [26] and the matrix
forest index [7].

Probability based algorithms. Probabilistic algorithms for
link prediction use various techniques to estimate the prob-
ability that a pair of vertices should be connected. These
maximum likelihood methods, like the hierarchical structure
model [8] and the stochastic block model [19], and proba-
bilistic models, like the probabilistic relational model [15],
probabilistic entity relationship model [20] and stochastic
relational models [50].

Network ranking algorithms. The classification of net-
work ranking algorithms adopted in this work was guided by
the paper by Duhan et al. [11]. However, this paper is not
as detailed as the survey papers for the link prediction and
community detection tasks. The paper focuses on the clas-
sification of web pages and describes several algorithms for
ranking vertices in a network. For this work, only the meth-
ods that deal with ranking nodes in a network were used.
The methods include the famous PageRank algorithm [34]
used by the Google search engine and a weighted version of
the PageRank method called the Weighted PageRank [48],
as well as the related Hubs and Authorities method [27].
Another method to rank nodes in the network is to use cen-
trality measures. To construct a collection of network cen-
trality measures, we followed the lecture given by dr. Cecilia
Mascolo 1. The network centrality measures listed in the on-
tology are Freeman’s Network Centrality [14], betweenness
centrality [13], closeness centrality [4] and the Katz central-
ity measure [25].

Network classification algorithms. The most widely
used network classification algorithm is the label propaga-
tion algorithm [52]. Another algorithm based on nwtwork
propositionalization [17] can also be used to classify nodes
in a homogeneous network.

1https://www.cl.cam.ac.uk/teaching/1314/L109/stna-
lecture3.pdf



4.2 Heterogeneous network mining algorithms
This section describes the algorithms used to solve the data
mining tasks, described in Section 3.2.

Authority ranking. Authority ranking, as presented in [43],
can be adressed by the algorithms for authority ranking in
networks with a bipartite structure and in networks with a
network schema.

Ranking based clustering. Ranking based clustering, as pre-
sented in [43], is adressed similarly to authority ranking.
Sun et al. [44] present the algorithm RankClus, which per-
forms ranking based clustering on bipartite networks, and
Sun et al. [45] present the NetClus algorithm which tackles
the same task on networks with a star network schema.

Classification in heterogeneous networks. The algorithms in
this class can be used to classify nodes in a heterogeneous
network. They are the algorithm by Grčar et al. [17] which
uses network propositionalization to classify network ver-
tices, the RankClass [23], the GNetMine [24] algorithm and
the heterogeneous network propagation algorithm [21].

5. CONCLUSION AND FURTHER WORK
The field of network analysis is a rich and complex field.
This work presents a starting point for integrating the de-
scriptions of tasks and algorithms ito OntoDM. In the fu-
ture, we wish to add several subfields of network analysis
that were not analyzed in this paper, such as the analysis of
data enriched networks, time evolving networks and a sepa-
rate analysis of community detection algorithms for directed
networks. Furthermore, the ontology can be expanded to in-
clude example datasets on which algorithms can be tested,
as well as evaluation metrics to examine the performance of
various algorithms.
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